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Abstract 

Software Testing challenges the development process at all 

stages of software development and it is no surprise that a bulk 

of development cost is spent on testing. Testing is fundamental to 

software quality and is ultimate review of specification, design 

and coding. Human fallibilities are enormous and errors may 

begin to occur at the very inception of ideas. The focus of Test 

case design is on a set of techniques that meet overall testing 

objectives. New test cases are a necessity in this ever evolving 

scenario of software development. Many a times the size of a test 

suite may become so large that it becomes necessary to apply 

some control mechanism on these numbers of test cases. 

Prioritization is a technique that can facilitate increased chances 

of early fault detection and is helpful in reducing test suite size. 

In our attempt we adopt a new technique CBP (clustering based 

prioritization) to effectively control test suite size.  

I.  Introduction 

Due to the ever changing target requirements, the test suites 

continue to grow and there may be circumstances when obsolete 

and redundant test cases entail necessary attention. It is always 

advantageous to have  a small set of test cases to avoid 

repeated execution of tests cases. Through minimizations, 

redundant and obsolete tests cases could be eliminated [1]. 

Software cost is size dependant. Test suite minimization 

technique can lower cost by reducing a test suite to a minimal 

subset. By reducing test suite, maintenance cost is significantly 

minimized. Prioritization is fundamental to test suite 

minimization process [7]. The rationale behind prioritization is to 

reduce test cases based on some non arbitrary criteria and always 

aiming to select the most appropriate tests. For instance 

following priority categories may be determined for the test 

cases: 

Priority 1. The test cases must be executed before the final 

product is released to remove the critical bugs. 

Priority 2. If time permits, the test cases may be executed. 

Priority 3. The test cases are not important prior to the current 

release. It may be tested shortly after the release of the current 

software version. 

Priority 4. The test case is never important, as its impact is nearly 

negligible. 

Such a priority scheme ensures that low priority test cases do not 

create problems for software[9]. At times customers demand that 

some important features of software be tested and presented in 

the first version of software itself. There important features 

become criteria. Priority can be advertisement based because the 

company might have promised about essential features to 

customers[5].  Fault detection rate of a test suite reveals about the 

likelihood of faults earlier. Coverage criteria should be met 

earlier in test process. 

 

2. Test case prioritization 

The purpose of Test case prioritization lies in ordering test cases 

based on a particular technique [21]. It takes into account that if 

such a scheme is followed then it is more likely to   meet the 

objective than it would otherwise. Test case prioritization can 

address a wide variety of objectives as: 

 1. To increase the rate of fault detection so that faults may be 

revealed earlier in regression test.  

2. To focus on high-risk faults and detect them earlier in testing 

process.  

3. To speed up the regression errors connected to code changes 

as early as possible. 

4. To cover code coverage in the system under test at a faster 

rate. 

5. To enhance reliability confidence in the system under test at a 

faster rate.   

3. Clustering based prioritization 

3.1 Motivation 

The total number of comparisons required for pair-wise 

comparison is  O(n2) comparisons[20]. Redundancy makes pair-

wise comparison very robust but the high cost incurred 
discourages it from being applied to test case prioritization. The 

maximum number of comparisons a human can make 

consistently is approximately 100 [1]; above this threshold, 

inconsistency grows significantly, leading to reduced 

effectiveness. But to require less than 100 pair-wise comparisons, 

the test suite could contain no more than 14 test cases. In real 

world scenario the issue of scalability is challenging. For 

example, suppose there are 1,000 test cases to prioritize; the total 

number of required pair-wise comparisons would be 499,500. 

Obviously it is unrealistic to expect a human tester to provide 

reliable responses for such a large number of comparisons [8]. 
Our approach using K-means cluster based prioritization reduces 

the number of comparisons and can be very effective. Instead of 

prioritizing individual test cases, clusters of test cases are 

prioritized using techniques such as CBP.  

 

 

 

3.2 K-means clustering criteria 

Broadly speaking, there are two methods of clustering i.e. data 

can be arranged as a group of individuals or as a hierarchy of 
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groups. It can thereafter be established that whether the data 

group belong to some preconceived ideas or suggest new 

ones[4]. Cluster analysis groups data objects into clusters such 

that objects belonging to the same cluster are similar, while those 

belonging to different ones are dissimilar. Clustering techniques 

could be categorized into modes Partitional or Hierarchical: 

Partitional: Given a database of objects, a partitional clustering 

algorithm constructs partitions of the data, where each cluster 

optimizes a clustering criterion, such as the minimization of the 

sum of squared distance from the mean within each cluster[6]. 

The complexity of Partitional clustering is large because it 

enumerates all possible groupings and tries to find the global 

optimum. Even for a small number of objects, the number of 

partitions is huge. That’s why; common solutions start with an 

initial, usually random, partition and proceed with its refinement. 

A better practice would be to run the partitional algorithm for 
different sets of initial points (considered as representatives) and 

investigate whether all solutions lead to the same final 

partition[13]. Partitional Clustering algorithms try to locally 

improve a certain criterion. First, they compute the values of the 

similarity or distance, they order the results, and pick the one that 

optimizes the criterion[11]. Hence, the majority of them could be 

considered as greedy-like algorithms. 

Hierarchical: Hierarchical algorithms create a hierarchical 

decomposition of the objects. They are either 

agglomerative (bottom-up) or divisive (top-down): 

(a) Agglomerative algorithms start with each object being a 

separate cluster itself, and successively merge groups according 
to a distance measure[14]. The clustering may stop when all 

objects are in a single group or at any other point the user wants. 

These methods generally follow a greedy-like bottom-up 

merging. 

(b) Divisive algorithms follow the opposite strategy[12]. They 

start with one group of all objects and successively split groups 

into smaller ones, until each object falls in one cluster, or as 

desired[10]. Divisive approaches divide the data objects in 

disjoint groups at every step, and follow the same pattern until all 
objects fall into a separate cluster. This is similar to the approach 

followed by divide-and-conquer algorithms.  

K-means clustering method: 

K-means clustering methods produce clusters from a set of 
objects based upon the squared-error objective functions: 

    

  
 

being minimized[2,3]. In the above expression, ci are the clusters, 

p is a point in a cluster ci and mi the mean of cluster ci. The mean 

of a cluster is given by a vector, which contains, for each 

attribute, the mean values of the 

data objects in this cluster, input parameter is the number of 

clusters, k[22]. As an output the algorithm returns the centers, or 

means, of every cluster ci, most of the times excluding the cluster 

identities of individual points. The distance measure usually 

employed is the Euclidean distance. Both for the optimization 

criterion and the proximity index, there are no restrictions, and 

they can be specified according to the application or the user’s 

preference. The algorithm is as follows: 
 

1. Select k objects as initial centers; 

2. Assign each data object to the closest center; 

3. Recalculate the centers of each cluster; 

4. Repeat steps 2 and 3 until distribution of data  

    objects in   clusters do not change; 

The algorithm is relatively scalable. 

4. The Experiment 

4.1. Research Questions 

 

We are interested in the following research question. 

Q: How can K-means clustering technique facilitate test case 

prioritization of test suites? 

 

4.2. Efficacy and CBP Measures 

 

In his classic book, Glenford Myers proposes the following  

testing problem: Develop a good set of test cases for a program 

that accepts three numbers, a, b, and c, interprets those numbers 

as the lengths of the sides of a triangle, and outputs the type of 

the triangle[18,19]. For this classic triangle problem, we can 
divide the domain space into three sub domains, one for each 

different type of triangle that we will consider: scalene (no sides 

equal), isosceles (two sides equal), and equilateral (all sides 

equal). We can also identify two error situations: a sub domain 

with bad inputs and a sub domain where the sides of those 

lengths would not form a triangle. Additionally, since the order 

of the sides is not specified, all combinations should be tried. 

Finally, each test case needs to specify the value of the output. In 

the following example, we show some typical values and 

conditions to decide triangle formation [23]. 
 

Sub domain Example 1: Test Cases for Triangle formation  

Scalene: 

Increasing size (3, 4, 5—scalene) 

Decreasing size (5, 4, 3—scalene) 
Largest as second (4, 5, 3—scalene) 

Isosceles: 

a=b & other side larger (5, 5, 8—isosceles) 

a=c & other side larger (5, 8, 5—isosceles) 

b=c & other side larger (8, 5, 5—isosceles) 

a=b & other side smaller (8, 8, 5—isosceles) 

a=c & other side smaller (8, 5, 8—isosceles) 

b=c & other side smaller (5, 8, 8—isosceles) 

Equilateral: 

All sides equal (5, 5, and 5— equilateral) 

Not a triangle: 
Largest first (6, 4, 2—not a triangle) 

Largest second (4, 6, 2—not a triangle) 

Largest third (1, 2, 3—not a triangle) 

Bad inputs: 

One bad input (-1, 2, 4—bad inputs) 

Two bad inputs (3,-2,-5—bad inputs) 

Three bad inputs (0, 0, 0 – bad inputs) 



International Journal of Scientific & Engineering Research Volume 3, Issue 8, August-2012                                                                                         3 
ISSN 2229-5518 
 

IJSER © 2012 

http://www.ijser.org 

This list of sub domains could be increased to distinguish other 
sub domains that might be considered significant. For example, 

in scalene sub domains, there are actually six different orderings, 

but the placement of the largest might be the most significant 

based on possible mistakes in programming. 

STRUCTURAL TESTING 

Structural testing is based on the structure of the source code. 

The simplest structural testing criterion is every statement 

coverage, often called C0 coverage[15,17]. This criterion is that 

every statement of the source code should be executed by some 

test case at least once. The normal approach to achieving C0 

coverage is to select test cases until a coverage tool indicates that 
all statements in the code have been executed. In the following 

pseudo code implementation of the triangle problem, the matrix 

shows which lines are executed by which test cases. Note that the 

first three statements (A, B, and C) can be considered parts of the 

same node. 

                     Table 1      

 

 
 

Control flow graph consists of nodes and edges. For our example 

of triangle formation problem, the control flow graph can be 
drawn as below: 

 
      

fig1: Control flow graph for example 1. 

 

 

If we model the program of Example 1, as a control flow graph, 

then coverage criterion requires covering every arc in the control 

flow diagram[16].  A path is a unique sequence of program nodes 
that are executed by a test case. In the testing matrix (Table1) 

above, there were eight sub domains. Each of these just happens 

to be a path. The following table 2 shows the eight feasible paths 

in the triangle pseudo code of Example 1. 

                                   Table2        

 
 

 

5. Result & Analysis: 

We now apply the k-means clustering method for triangle 

problem. For this we make use of table 2. In table 2 there are 

eight paths in every path testing criteria. Initially we took three 

clusters as k-value and by using the algorithm we finally 

calculate that three clusters have following combination: 

C1: path1 

C2: path2, path3, path4, path5, path7 

C3: path6, path8 

In our prioritization, we priorities the clusters having maximum 

numbers of paths in descending order to execute test cases. So 

for our example path2, path3, path4, path5, path7 would be 

executed first as this has got highest priority. In the second step 

path6, path8 would be tested. In the third step path1 would be 

executed. Now it can be seen that cluster 2 is most important, 

cost effective yet complete. 

In the following figure, we have shown dendrogram to show the 

prioritization of test cases. 
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Figure 2: Dendrogram of test cases 

Out of all test cases through 1 to 8, the dendrograph shows that 

the priority of test cases are 5,7,3,6,2,4,8,1. It also shows that test 

cases 5 and 7 are highest priority combination and the 

combination of two along with 3 is a must in terms of testing. 

There after the 2 and 4 combination is equally important 

combination as far testing is concerned. 

6. Conclusion & Future Work 

In our paper we make use of clustering technique as prioritization 

measure to priorities the test cases. Our approach can categories 

the test cases in decreasing order of importance of test cases and 

thus save vital time and cost of software development. In future, 

however we would like to take it forward and use various data 

mining techniques to find association among test suites and cost 

and space occupied and thus predict the most suitable test cases 

vs. the requirements. In a way we can successfully link software 

development with user requirements.  
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